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*e number of comments/reviews for movies is enormous and cannot be processed manually. *erefore, machine learning
techniques are used to efficiently process the user’s opinion. *is research work proposes a deep neural network with seven layers
for movie reviews’ sentiment analysis. *e model consists of an input layer called the embedding layer, which represents the
dataset as a sequence of numbers called vectors, and two consecutive layers of 1D-CNN (one-dimensional convolutional neural
network) for extracting features. A global max-pooling layer is used to reduce dimensions. A dense layer for classification and a
dropout layer are also used to reduce overfitting and improve generalization error in the neural network. A fully connected layer is
the last layer to predict between two classes. Two movie review datasets are used and widely accepted by the research community.
*e first dataset contains 25,000 samples, half positive and half negative, whereas the second dataset contains 50,000 specimens of
movie reviews. Our neural network model performs sentiment classification among positive and negative movie reviews called
binary classification. *e model achieves 92% accuracy on both datasets, which is more efficient than traditional machine
learning models.

1. Introduction

*e most pleasant passage of time in the modern world is
watching movies. People like to give their opinion onmovies
[1]. Movie reviews are comments or views of persons who
have watched the movie. *e collection of all these reviews
assists the users in knowing whether the movie is worth
watching [2].

Sentiment analysis is a field of study in which we ex-
amine people’s sentiments, opinions, attitudes, and emo-
tions based on some entities like services, products,
organizations, topics, events, and their attributes [1]. *e
objective of sentiment analysis is to find whether these pieces
of text convey negative, positive, or neutral opinions.

*ere are some dissimilarities between sentiment anal-
ysis and opinion mining. *e first significant difference is
that opinion must always have an owner (holder/owner of
the comment) and target (about which holder is com-
menting), whereas sentiment does not have to. Spontane-
ously, opinion mining is used to find out people’s viewpoints
(e.g., disagree, agree) on someone or something [3]. Sen-
timent analysis is used to mine someone’s feelings or atti-
tude. If we respond, “I share your sentiment or feeling,” this
is called sentiment, while if someone’s expression can be
answered by “I disagree/agree,” it is an opinion. It is not
required to differentiate between sentiment and opinion in
most cases explicitly. *is paper considers the words sen-
timent analysis and opinion mining interchangeably.
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To solve the problem of sentiment analysis, three
methods are used: lexicon-based, machine learning, and
hybrid-based methods [4].

Lexicon-based techniques use either dictionary-based
techniques or corpus-based techniques. Dictionary-based
methods use dictionary terms, like SentiWordNet and
WordNet, and corpus-based approaches use statistical
analysis [4].

Machine learning is automatically used to learn from
labeled or unlabeled data automatically, called supervised
learning or unsupervised learning. At the same time, a
hybrid is a combination of both. Machine learning is further
divided into traditional machine learning and deep learning.

Machine learning techniques are also known as tradi-
tional machine learning techniques, where some of the most
popular techniques are SVM (Support Vector Machine),
Decision Tree, NB (Naı̈ve Bayes), and RF (Random Forest).

Deep learningmimics the working of the human brain to
process data and creates patterns.*ese patterns are used for
the decision-making process. *e deep learning approach
can learn automatically and get improved from experience
without any explicit programming.

*is research work proposes a seven-layer deep neural
network model for larger datasets. First, the data is con-
verted into word vectors. According to [5], Word2Vec is one
of the most powerful techniques that Keras offers in an
embedding layer. We use two layers of the convolutional
layer. *e first 1D convolutional layer is used to extract
features from the input data to produce a feature map. *e
second convolution layer summarizes the features selected
by the first convolutional layer.*e global max-pooling layer
reduces the resolution features of the output and prevents
overfitting of the data (Dang, Moreno-Garćıa, & De la Prieta,
2020).

*e dropout layer is used to solve the problem of
generalization and overfitting. *is layer randomly drops
units from the network, while these units are dropped
temporarily, along with all the outgoing and incoming
connections [6].

*e dense layer uses the loss function on the trained
dataset to classify the input features into positive or negative.

*e remainder of the paper is organized as follows:
Section 1.1 introduces the related research work about movie
reviews and machine learning and sentiment analysis,
Section 2 describes the proposed seven-layer deep neural
network model, Section 3 describes the experiments and
results of our proposed model, Section 4 presents discus-
sions, and Section 5 is the conclusion of the research work.

1.1. Related Works. Reference [7] proposed a deep neural
network model for sentiment analysis applied to comments
of YouTube videos, written in Brazilian Portuguese. *e
model has six layers.*is model achieves an accuracy of 60%
to 84% [7].

Reference [6] showed that overfitting is a severe problem
in deep neural networks. A deep neural network with large
parameters is a powerful but slow machine. *e problem of
overfitting is handled using the dropout technique. *is

paper shows that dropout improves the neural network’s
performance in supervised learning.

*ere are certain challenges in processing natural lan-
guages. In recent years, it has been observed that a neural
network is a favorable solution to the challenges of natural
language processing [8]. Moreover, according to [9, 10], the
deep learning approach with two hidden layers is more
accurate than the approach with a single hidden layer.

Reference [11] categorized the sentiment analysis into
three levels. *e first level is the document level, which is
used to categorize the whole document as negative or
positive. *e second is sentence level, which classifies the
sentence.*e third is the aspect or feature level that classifies
the document or sentence based on some aspect.

Reference [12] proposed an unsupervised-based method
in which WordNet dictionary is used to determine opinion
words and their antonyms and synonyms. *is method is
applied to movie reviews classifying each document as
negative, positive, or neutral. *is model uses POS tagger on
the collected reviews, which tags all words of the document.
Reference [12] prepared a seed list that holds some opinion
words and their polarity. WordNet is used to find its syn-
onyms if the extracted word is not in the seed list. *e results
have concluded that the proposed model achieves 63%
accuracy on document classification using movie reviews.

In [13], the proposed SLCABG model combines the
advantages of deep learning and sentiment lexicon. To
enhance the sentiment features within the review, a senti-
ment lexicon is used at the first stage of themodel, and then a
convolutional neural network and GRU (Gated Recurrent
Unit) are used. *ese layers extract sentiment features and
then use the attention mechanism to weigh.

References [14, 15] presented the key challenges faced in
sentiment analysis. Reference [16] presented the two most
essential comparisons of sentiment analysis. First, it dis-
cussed the comparisons between sentiment review structure
and analysis challenges.*is challenge reveals another factor
that challenges faced in sentiment analysis are domain-
dependent. Reference [16] shows that the negation challenge
is very popular in all types of reviews when there is a minor
difference in explicit or implicit meaning. It is also con-
cluded that the nature and review structure present a suitable
challenge. Second, it examines the significance of sentiment
analysis challenges to improve accuracy. Another hot area of
research is the theoretical type of sentiment analysis. *ese
two comparisons are collected from 47 research studies [16].

*e WHO (World Health Organization) declared an
illness on 11th March 2020 because of COVID-19 (Coro-
navirus Disease of 2019). As a result, a significant amount of
pressure has mounted on each country to assess the cases of
COVID-19 and efficiently utilize the available resources, as
there was fear, panic, and anxiety as the number of cases
increased [17]. More than 24 million people had positive
tests worldwide as of 27th August 2020 [17].

Reference [17] extracted facts from tweets related to
WHO and COVID-19 and believes that World Health
Organization is ineffectual in guiding the public.*e authors
therein described that two types of tweets were analyzed.
First, they gathered tweets from 01-01-2019 to 23-03-2020,
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which were around 23,000. *ese tweets were analyzed and
concluded that most of the tweets conveyed negative or
neutral sentiments.

*e second dataset collected from December 2019 to
May 2020, which contained about 226,668 tweets, was an-
alyzed and it was concluded that most of the tweets conveyed
positive or neutral sentiments [17]. *e authors claimed that
the people had posted mostly positive tweets. *is claim was
then validated using a deep neural network classifier having
81% accuracy.

Reference [18] focused on the multilingual text data of
social media to discover the concentration of extremism in
sentiment. *e authors therein used four classifications,
neutral, moderate, low extreme, and high extreme. Reference
[18] extracted Urdu data from a different source, which was
then authenticated by Urdu domain professionals, and it
achieved 88% accuracy. Näıve Bayes and SVM were applied
for classification purposes and achieved 82% accuracy.

According to [19], data encoding has a vital role in
convolutional neural network training. One of the most
popular and simplest encoding methods is one-hot
encoding. But when the dataset becomes large, data does not
spread the full-label set. *erefore, in one-hot encoding, the
relationship between words is independent. However, when
the larger dataset is used, the dimension of the word vector
will be very large.

Reference [19] had two contributions. First, the authors
therein showed that random projections are an effective tool
for calculating embedding having lower dimensions. Sec-
ond, they proposed a normalized eigenrepresentation of the
class, which encodes targets with minimal information loss
and improves the accuracy of random projections with the
same convergence rates.

Reference [20] used an artificial neural network trained
on a movie review database with two large lists of negative
and positive words. *is model achieved 91% accuracy on
training and 86.67% accuracy on validation.

*e study performed by [6] showed that overfitting is a
severe problem in deep neural networks. *e deep neural
network having an enormous parameter is a powerful but
slow machine. *is research work addresses the issue of
overfitting, which means too much learning will be per-
formed poorly on new data but, on the other hand, there is
good performance on the training dataset. *ese problems
are handled using the dropout technique. *is paper
demonstrates that the neural network performs better by
using a dropout on supervised learning. *e dropout value
may be between 20% and 50%; small value has minimal
effect and too large value results in underlearning by the
network.

CNN is the most famous technique in computer vision;
however, recent studies show that convolutional neural
networks perform well on natural language processing.
Reference [21] presented Facebook fast-text word embed-
ding to represent words for sentiment analysis instead of
word embeddings and trained a convolutional neural
network.

Reference [22] proposed a deep neural network model
and conducted experiments using a different number of

CNN layers and different numbers and sizes of filters.
Reference [22] also performed sentiment analysis of Hindi
movie reviews, 50% of the dataset was used for training, and
the other 50% of the dataset was used for testing the model.
*e model proposed by [22] achieved 95% accuracy and
performed superior to traditional machine learning
techniques.

*e model proposed by [22] comprises four layers,
embedding layer, convolutional layer, global max-pooling
layer, and dense layer.

*e first layer, that is, the embedding layer, represents a
sequence of words as vectors, where the dimension must be
less than vocabulary size. Reference [22] used Word2Vec to
capture semantic properties.*e trained model maps a word
to its corresponding vector representation. Softmax prob-
ability is used to calculate high-dimensional vectors for every
word.

Every hidden neuron accepts a one-word vector. *is
means that there must be a hidden neuron in the model for
every word vector.

Reference [22] used the convolutional layer having “m”
kernels/filters to a frame of size “h” over every sentence.
*ese “m” kernels operate in parallel generating several
features.

*e features map produced by the convolutional layer is
given to the global max-pooling layer, which samples these
features and generates the local optimum. *is layer ag-
gregates information/data and reduces representation.

In [22], the experimental results claimed that the CNN
which has two convolutional layers and kernel sizes of 4 and
3 performs better and achieves 95.4% accuracy. In contrast,
CNN with three convolutional layers achieves 93.44% ac-
curacy. When the quantity of the convolution layers and
kernel size increase, the training time also increases.

Reference [8] reviewed the latest studies and showed that
deep learning solves the problems of sentiment analysis and
natural language processing. RNN, DNN, and CNN are
applied using TF-IDF and word embeddings to many
datasets. Word embedding performs well against TF-IDF.
*e convolution neural network outperforms other models,
which present a good balance between CPU runtime and
accuracy.

Reference [23] showed that deep learning is better for
sentiment analysis.*at paper explains the sigmoid function
and how weights are learned in neural networks, and a
particular convolution layer and pooling operations are
used.

2. Methods

Alexandre Cunha proposed a six-layer neural network
model for sentiment analysis to mine features and classified
the comments [7]. However, he recommended that further
work is needed to make this model efficient for analyzing
large datasets (Figure 1).

In this research work, to check the performance of [7],
we implemented the same neural network model in Python
and applied it to larger movie review datasets. Unfortu-
nately, the model does not give satisfactory results. So we
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have proposed a seven-layer deep neural network model for
larger datasets. Furthermore, in this research work, one
more hidden layer (one-dimensional global max-pooling
layer) was added with default parameters and some pa-
rameters were changed in the proposed model of Alexandre
Cunha, which increased the model’s accuracy.

Our proposed model has seven layers. *e first layer is
the embedded layer, followed by two consecutive con-
volutional layers, a global max-pooling layer, a fully con-
nected layer, a dropout layer, and a dense layer.

2.1. Embedding Layer. *e embedding layer is the first layer
of the model and is provided with labeled data. *e em-
bedding layer requires that the dataset must be cleaned. *e
datasets are prepared so that one-hot encoding is generated
for each word. Size of the vector space must be specified as it
is part of the model. We used 256-dimensions.

*e word embedding vectors are initialized in the first
step with small random vectors. One option is one-hot
encoding to map words into word vectors, but there is no
relationship between words in one-hot encoding, as each
word is independent [19]. Furthermore, the dimensions of
the word vector will be very large if the number of words is
large. *erefore, the researchers proposed encoding the
words into vectors to solve the problem of one-hot encoding
[24].

In this study, word embedding is used to convert words
into vectors.*e vocabulary size is restricted to the top 78,000
most common words for dataset-I and 1,08,000 for dataset-II.
256 dimensions are used and cut off the review after 1200
words, which we select from the experimental results of Table
1. *e weights of embedding layers are taken randomly from
the dictionary created from the datasets, and then these
vectors are adjusted through backpropagation [25].

2.2. Convolution Layer. In the convolution layer, the name
“convolution” comes from or means to extract features from
the input data, also called filters. In a one-dimensional
convolutional layer (1D-CNN), features are extracted from

the input data to produce a feature map using a filter or
kernel.

*e convolutional layer is a feed-forward deep neural
network primarily applicable in computer vision, natural
language processing, and recommending systems [8]. *e
objective of a convolutional layer is to extract the most
significant features from the input [26].

We used a convolutional layer to effectively extract
important features using fewer neurons compared to the
dense layer [7]. However, more layers of the convolutional
layer will extract more features from the input vectors.
*erefore, we have used a two convolutional layers. *ese
convolutional layers have 128 and 64 filters size, respectively.

We have used a 1D convolutional layer. *erefore, it
summarizes along with one dimension. Its advantage is that
it automatically detects important features without any
human supervision.

*e second convolutional layer summarizes the features
selected by the first convolutional layer because filter size is
reduced in this layer.

2.3. Global Max-Pooling Layer. *e global max-pooling
layer reduces the resolution features in the output and
prevents data overfitting [8]. Furthermore, according to
[23], pooling layer is used to decrease dimensionality by
releasing the number of factors and hence shortening the
execution time.

We use the global max-pooling 1D layer. In this layer,
the dimensionality of features is decreased without losing
key information. *e features generated by the convolu-
tional layer are summarized in this layer and thee features of
the global region are presented into a feature map. *e next
layer will perform operations on the summarized features.
Now, if there are any variations in the position of input
features, the model can identify them. Pooling operations are
divided into max-pooling and average pooling. In max-
pooling operation, maximum elements are selected from the
feature map of the region, which is converted by the filter. In
contrast, global max-pooling gives a single value by reducing
each channel in the feature map.

Data Preprocessing

Testing Data
25% 

Training Data
75%

Vectorization Model
Training 

Model
Testing 

Evaluation

Figure 1: Methodology workflow.
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2.4. Dropout Layer. Multiple nonlinear hidden layers in
deep neural networks make the model more expressive
which can learn the complicated relationship between input
and output [6].

Generalization and overfitting are two significant
problems in the neural network. *e model’s ability to
perform well on new data is called generalization. In con-
trast, when you train the model on large data and the model
works well on that data but performs poorly on the test
dataset, this problem is called overfitting.

Dropout is a technique that effectively addresses these
problems and combines many different architectures of
neural networks efficiently [6]. Dropout means dropping
visible or hidden units from the network, which are tem-
porarily removed from the network and all its outgoing and
incoming connections.

Reference [6] proposed that a typical dropout value for
hidden units will be in the range of 0.5 to 0.8 because a
shallow value has a very slight effect on the model and a very
high value results in underlearning by the neural network.

*e dropout layer is used with a dropout rate of 0.3,
which we obtained from the experimental results in Table 2.
When the dropout layer is used in the neural network, its
neurons become less sensitive to specific weights, which will
result in a neural network that is less likely to overfit the
training data and can be better generalized.

2.5. Fully Connected Layer. Dense layer (densely connected
layer) means fully connected layer. A fully connected layer
performs primary classification. We have used two dense
layers, one hidden layer, and another is the last layer. *e
hidden dense layer will return an array of 50 probability
scores. It takes a feature vector as input and gives an output
of a 50-dimensional vector. At the same time, the last dense
layer is used to classify features of the input into various
classes.

*e seven-layer sequential neural network model is
shown in Figure 2.

3. Experiments

*is section evaluates the neural network model for senti-
ment analysis.

3.1. Data Collections. *ere are several sources for movie
review datasets like GitHub, Kaggle.com, UCI (machine
learning repository), and IMDb. We extracted movie review
datasets from IMDb. *e critics frequently use movie rating
websites like IMDb to post remarks and rate movies, which
assist users in deciding whether to watch themovie or not. In
this study, we have used two datasets on IMDb, an online

database of information about movies. *ese datasets are
available and broadly accepted by researchers [8]. *e first
dataset (dataset I) is available on Kaggle.com [27], which
contains IMDb movie reviews from the audience, with
25,000 samples having half positive and half negative [28].
*e second dataset (dataset II) is also available on Kag-
gle.com [29], and it is a binary classification dataset con-
taining 50,000 reviews of movies.

3.2. Preprocessing. To improve the quality of sentiment
analysis and reduce errors and inconsistencies in sentiment
analysis, we need to clean the data [1]. We observed from the
datasets that they contain HTML tags and punctuations.
*erefore, we removed the HTML tags and special char-
acters from these datasets. After removing punctuations,
which result in single characters that make no sense, we
removed all the strings having single characters.We replaced
them with a space that creates multiple spaces in our dataset.
*en we removed multiple spaces from our text, and, finally,
we converted the text to lowercase. After cleaning, each
dataset is divided into two pairs, training and testing; 75% of
the dataset is used to train the proposed model and the
remaining 25% for testing. In dataset I, from 25,000 samples,
18,750 sequences or samples are used for training, while the

Table 2: Effect of dropout value.

Dropout Accuracy (%) Precision (%) Recall (%) F1-Score
(%)

0.3 90.23 90.88 89.91 89.78
0.4 89.81 90.33 89.99 89.52
0.6 89.35 89.45 89.96 89.18
0.8 88.89 88.22 87.83 87.35

Model: “sequential”

embedding (Embedding)

Layer (type)

conv1d (Conv1D)

conv1d_1 (Conv1D)

global_max_pooling1d (Global (None, 64)

Output Shape Param #

(None, 1500, 256) 19968000

229504

41024

0

0

51

3250dense (Dense)

dense_1 (Dense) (None, 1)

(None, 50)

(None, 50)

(None, 1490, 64)

(None, 1494, 128)

dropout (Dropout)

Total params: 20, 241, 829
Trainable params: 20, 241, 829
Non-trainable params: 0
None

Figure 2: Seven-layer neural network model.

Table 1: Effect of the input statement using fixed-length dataset I.

Length of sentence Accuracy (%) Precision (%) Recall (%) F1-Score (%)
10 73.19 73.46 73.56 72.83
2375 87.95 88.05 88.65 87.77
1200 88.89 88.22 87.83 87.35
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remaining 6,250 sequences or samples are used for testing.
Meanwhile, in dataset II, 37,500 sequences or samples are
used for training and 12,500 sequences or samples are used
for testing from 50,000 samples.

3.3. Performance Metrics. *e evaluation metric of the
model used in this research work is accuracy.*e parameters
of the accuracy are defined as follows:

TP: *e total number of reviews is is categorized as
positive, and the reviews are positive.
FP: *e total number of reviews is categorized as
negative, and the reviews are positive.
TN: *e total number of reviews is categorized as
negative, and the reviews are negative.
FN: *e total number of statements/reviews is cate-
gorized as positive, and the reviews are negative.

Accuracy is calculated by taking the ratio between the
predicted reviews and the total number of reviews.

Accuracy �
(TP + TN)

(TP + TN + FP + FN)
. (1)

Precision is calculated by taking the ratio between the
reviews predicted correctly as positive and the total number
of predictable positive reviews.

Precision �
TP

(TP + FP)
. (2)

Recall is calculated by taking the ratio between the re-
views that are predicted correctly as positive reviews to all of
the reviews in that class.

Recall �
TP

(TP + FN)
. (3)

F1-Score is calculated by taking the weighted average
between recall and precision.

F1 − Score �
(2∗ Precision∗ recall)

(Precision + recall)
. (4)

3.4. Experiment Results. *ese experiments are performed
using datasets I and II. We took the largest review, average
review, and smallest review length to conduct experiments.
*e parameters of the proposed model are shown in Table 3.
We record the experimental results in Tables 1, 4, and 5. We
discovered from the experimental results that using the
longest review and average review length as a fixed length of
the input gives better results compared to the smallest review
length. Furthermore, the average length review is more
effective in terms of processing speed and accuracy, which
affects the performance of the proposed neural network
model. *e experiments in Table 5 are performed on the six-
layer model proposed by [7]. It is shown in Table 5 that the
accuracy of the six-layer model is less than that of our
proposed model.

*e generalization performance of the neural network
model is improved by using a dropout layer. Different
dropout values are used in the experiment. It has been
observed from the experiments that when the dropout value
is set to 0.3, the model’s performance is optimum.*e results
of the experiments are shown in Table 2. *e experimental
result of Table 2 is on the seven-layer model and the ex-
perimental results of Table 6 are on the six-layer model [7],
whose accuracy is not more than 52.39%.

It has also been observed from the experiments that the
model’s performance is affected by the number of iterations.
When we increase the number of iterations, the performance
of the model also improves. It is presented in Tables 7 and 8
and also shown in Figures 3 and 4. *e experiments in
Table 9 are performed on the six-layer model, with accuracy
not more than 55%.

*e testing accuracy, recall, precision, and F1-Score are
shown in Tables 10 and 11.

From Tables 10 and 11, it is noted that the model
achieved a final accuracy of 91.18% on dataset I and 91.98%
accuracy on dataset II. Meanwhile, from Table 12, it is noted
that the six-layer model achieved a final accuracy of 53.70%,
which is less than that of our proposed model.

4. Discussions

We proposed a seven-layer deep neural network model for
sentiment analysis to classify movie reviews in this research
work. Before the word vector is input into the model, the
data is preprocessed to improve the quality of sentiment
analysis. We remove HTML tags, punctuation marks, and
spaces in preprocessing as they do not contain any

Table 3: Parameters of the model.

Parameters Values
*e length of the input sentence 1200
*e dimension of the word vector 256

*e thesaurus size 78000,
108000

*e size of the convolution kernel 7× 5
*e number of hidden neurons in the convolution layer 128
Dropout 0.3

Table 4: Effect of the input statement using fixed-length dataset II.

Sentence
length

Accuracy
(%)

Precision
(%)

Recall
(%)

F1-Score
(%)

6 73.28 74.74 71.40 72.28
2375 90.85 91.03 90.93 90.47
1200 91.04 91.13 91.09 90.66

Table 5: Effect of the input statement using fixed-length six-layer
model.

Length of sentence Accuracy (%) Precision (%) F1-Score (%)
10 68.41 66.51 89.35
2375 50.28 50.05 99.78
1200 52.39 53.97 99

6 Complexity



information. For feature selection, we have different options,
but the most effective method is word embedding. So we
used word embedding (embedding layer), which is used to
convert text into vectors so that words with similar meanings
get a closer vector.

In addition, we found that the length of the input review
affects the model’s performance. *erefore, we select small,
average, and maximum review lengths, where the average
review length gives better results on the model. After the
embedding layer, two consecutive convolution layers are
used to extract the essential features from the data. We use
the convolution layer because it extracts features from fewer
neurons compared to the traditional dense layer. *e second
convolutional layer summarizes the features selected by the
first convolutional layer. *en we use the global max-
pooling layer to decrease dimensionality without losing key

features and prevent the model from overfitting data. A fully
connected layer takes the features vector generated by the
global max-pooling layer as input and provides an array of
probability as output. A dropout layer is used to randomly
drop hidden layer neurons to reduce overfitting and improve
generalization error. *e value of the dropout layer is set to
0.3 because when the value of dropout is set to 0.3, the
model’s performance is optimum. Finally, a dense layer is
used to classify sentiment features as positive or negative.

5. Conclusion

*e model proposed by [7] is a deep neural network con-
sisting of six layers applied to two video comments on
YouTube. *e accuracy of this model is in the range of 60%
to 84% [7]. It was suggested that this model would be applied
to a larger dataset. We applied the same model to larger

Table 8: Effect of the iterations on the model’s dataset II.

Epoch Accuracy (%) Precision (%) Recall (%) F1-Score (%)
1 91.04 91.13 91.09 90.66
2 96.84 97.00 96.75 96.74
3 99.18 99.16 99.20 99.14
4 99.42 99.44 99.38 99.38

accuracy
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F1-Score
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Training Accuracy, F1-Score, precision and recall

Figure 3: Accuracy on dataset I.
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Figure 4: Accuracy on dataset II.

Table 9: Effect of the number of iterations.

Epoch Precision (%) Accuracy (%) F1-Score (%)
1 54.09 52.48 100
2 54.59 53.14 100
3 54.58 53.65 100
4 54.93 53.87 100

Table 10: Test results of the model’s dataset I.

Epoch Accuracy (%) Recall (%) F1-Score (%) Precision (%)
Testing 92.18 92.53 91.94 91.79

Table 11: Test results of the model using dataset II.

Epoch Accuracy (%) Precision (%) Recall (%) F1-Score (%)
Testing 91.98 94.14 89.93 91.72

Table 12: Test results using dataset I.

Epoch Accuracy (%) F1-Score (%) Precision (%)
Testing 53.70 100 52.14

Table 6: Effect of dropout value.

Dropout Accuracy (%) Precision (%) F1-Score (%)
0.3 52.39 53.97 99
0.4 52.10 53.67 100
0.6 52.25 53.18 100
0.8 51.74 52.08 100

Table 7: Effect of the iterations on the model’s dataset I.

Epoch Accuracy (%) Precision (%) Recall (%) F1-Score (%)
1 89.99 90.58 90.01 89.52
2 97.13 97.29 97.01 97.02
3 99.63 99.63 99.64 99.62
4 99.89 99.92 99.88 99.89

Complexity 7



datasets of movie reviews, but it gives 55% accuracy. We
added one more layer called the global max-pooling layer in
the same model as Alexandre Cunha and changed some
parameters, improving the model’s accuracy from 55% to
92%. *e accuracy of the six-layer model proposed by [7] is
less because the dataset used is large, and every review of the
dataset is about 1500 words (cut-off review).

We have successfully implemented a deep neural net-
work with seven layers on movie review data. Our model
achieves accuracy of 91.18%, recall of 92.53%, F1-Score of
91.94%, and precision of 91.79% on dataset I, and, on dataset
II, the model achieves accuracy of 91.98%, precision of
94.14%, recall of 89.93%, and F1-Score of 91.72%.

Data Availability

*e code and data used to support the findings of this study
have been deposited in the GitHub repository and are
available at https://github.com/asifntu/sentimentanalysis.
*e readers can easily follow the steps to reproduce the
study.
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