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ABSTRACT Shill Bidding (SB) occurs when the fake bidders are introduced by the seller’s side to increase
the final price. SB is a crime committed during the e-Auction, and it is pretty difficult to detect because
of its normal bidding behavior. The bidder gets a lot of loss because he pays extra money, and the sellers
benefit from shill bidding, so this article proposed a fusion base model. This proposed model is split into two
parts training and validation, into 70 and 30 percent. This model has been divided into three sub-modules;
the first module, two machine learning algorithms named Support vector machine (SVM), and Artificial
neural network (ANN) trained parallel on the same dataset and predicting the bidding fraud. The prediction
of these models becomes the input of the fuzzy-based fussed module, and fuzzy decide the actual output
based on SVM and ANN predictions. On every bid, it predicts whether the fraud is committed or not. If the
bidding behavior is normal, continue the bidding; otherwise, cancel the bid and block the user. The prediction
accuracy of the proposed fussed machine learning approach is 99.63%. Simulation results have shown that
the proposed fussed machine learning approach gives more attractive results than state-of-the-art published
methods.

INDEX TERMS Shill bidding, e-auction fraud, online fraud detection, deep learning model.

I. INTRODUCTION
Virtual Marketplace hosted on the internet is known as the
E-auction. It is the process of buying and selling items
through online platforms. The bidder bids the item, and the
highest bidder is the winner of the item. At the beginning of
the auction, bidding starts from the lowest price to a higher
price depending upon the buyer’s interest.

The history of an auction is found in about 500 B.C when
the women and the slaves were sold. In those ages, it was legal
by law. In the United States, the auction was started to sell
the estates, farms, and slaves, with the growth of technology,
the auction was started from the computers, fax, smartphone,
and many online platforms, e.g., eBay is the first online
auction website started in 1995 in the United States. It is
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the largest auction site whose net value recorded in 2017 is
1.7 billion US dollars [1].

As in auctions, there is the involvement of money, so it
attracts some malicious persons. Shill Bidding (SB) is a
prevalent method for auction fraud. In SB, bidding item
prices are increased by fake bids. As these are real-time bids,
so it’s difficult to detect because of their normal resemblance
behavior. These moneymakers used different types of SB
techniques like as

1) Pre-bidding
2) Post bidding
3) In bidding

SB is the cybercrime, and according to the Internet Crime
Report (2001-2009), it is at the top of the list which people
report through complaints recorded in IFCC.

Tab. 1 describes the online auction fraud reported
from 2001-2009. According to IFCC reports, the 2001 to
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TABLE 1. Internet crime report (2001-2009).

2009 online auction fraud period was at the top of the
list. For example, in 2001, total online fraud was reported
as $17.8 million while 42.8% was online auction fraud,
i.e., approximately $7.6 million. The next year 1 January to
31 December 2002, the total online auction fraud reported is
$6.6 million, and further fraud is described in Tab.1.

In the eBay market, in 2001, a total of 40 fake accounts
are used by SB for selling art paintings and get paid off
$300,000 [1], [2]. In 2007 jewelry seller accused SB of
fraud with his employees, and they committed this crime
consecutively for four years; in 2007, they earned $400,000 in
eBay. In 2010 another person was caught committing the SB
fraud, and he paid off the fine of £50,000. Another man used
two accounts, the first account is selling an item, and by
using the second account, he is fake bidding to increase the
cost. This man was fined £5,000 under the newly introduced
law [3]. In 2012 ‘‘Trade Me’’ found the SB fraud of vehi-
cles. During the investigation, they found that they had been
committing SB fraud for the last year. Trade Me closes this
trade by using their platform, and each victim pays the fine
of $70,000 [1], [4].

People face too much loss in SB, but they do not leave
the eBay site for auction bidding because there is a lower
expectation of trust. If trust is the important dimension, then
the bidding rate was decreasing with time [5].

In the previous research work, the researchers used the
supervised, unsupervised, and semi-supervised simple meth-
ods. Some of them use preprocessing techniques to accurate
the dataset and go part of them if they successfully optimize
the dataset. Some researchers did ANN, SVM, Decision tree
naïve Bayes, or some other methods. With time, several SB
frauds are accused, so according to the past data and the
behavior of SB victims, we are creating a cloud base model
that can be integrated into the online platforms and overview
the different accounts activity. According to their actions,
the proposed model will be able to shortlist the suspicious
accounts that can be helpful to overcome the SB.

II. LITERATURE REVIEW
Anowar and Sadaoui [4] detect auction fraud in commercial
sites; their model has divided into two parts: offline classi-
fication and the other part is online classification. In offline
classification, scarp data is collected and then preprocess the

auction data. They are using Patternmeasurementmethods on
preprocessing data. After the SB pattern measurement, SB is
labeling based on data clustering. Some of the data is imbal-
anced during this clustering, so to handle the imbalanced
data classification optimization tool is used. In the online
part of their model, real-time data is collected from the site
and preprocessed. After preprocessing, pattern measurement
is used and classifies the data. Based on classifying data,
the model has decided the bidder’s activity is suspicious or
not; if yes, then the model verify the fraud detection. In this
paper, the authors are using different models in which three
models show the best accuracy that is SVM (98.1%), Random
Forest (97.1%), and ANN with MLP classifier (97.5%).

Ganguly and Sadaoui [6] devised an online base SVM
system for SB fraud detection. To fulfill their purpose, authors
apply clustering and labeling techniques and solve the mis-
balancing learning issues. Once bidding is done, data is col-
lected and applied to the model, and the fraud activity is
decided more accurately. The authors create an automatic
system because of time handling issues, and the accuracy they
achieve is 77.8%.

Alzahrani and Sadaoui [7] proposed the algorithm to opti-
mize the dataset. The author used labeling and clustering
techniques to optimize the imbalanced data and use the
Hoeffding Tree algorithm on the overSampling and the over-
sampling algorithm. Their proposed algorithm’s overall per-
formance is good, which is 99.7%, 94% under-sampling, and
over-sampling, respectively.

Alzahrani and Sadaoui [1] proposed the model in which
data is collected through an online eBay site from iPhone 7
device. Collected data is the raw data, so data is preprocessed
by using pattern measurement based on matrices. This high-
quality data is split date-wise, then data is divided into two
parts, i.e., training and validation. The authors used 80%
of data in training, and the remaining 20% of data used
invalidation.

Anowar et al. [8] used hierarchy clustering techniques
to split the same type of behavior of data, then applied a
semi-automated approach to labeling the normal and suspi-
cious data. In this paper, the authors use three oversampling
sampling methods, under-sampling, and hybrid sampling.
SVM is used to compare these methods’ performance using
the 5-K fold and 10-K fold. The best accuracy achieved by
this research is 94.0%.

Elshaar and Sadaoui [9] focus the problem on multi-
dimensional training data. For this purpose, the authors are
using the SSC approach. SSC approach helps in fraud detec-
tion with the small amount of data, and skewed class distribu-
tion is used with the hierarchical clustering approach to detect
anomalies in the dataset. In their statistical testing, the SSC
model is separate from the regular and ambiguous bidders,
and the overall achieved accuracy is 76%.

Ganguly and Sadaoui [10] focused on the dataset imbal-
ance issue, and after preprocessing the data, the author imple-
mented its dataset into three models that are Naïve Bayes,
Neural network, and Decision tree. The author claims that
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Naïve Bayes is less sensitive than NN and Decision Tree in
data quality. On the other hand, the decision tree is working
better than other models on the rebalanced training dataset.
The best accuracy achieved by the decision tree is 98%.

Gupta and Mundra [11] proposed a hybrid model, which
is a combination of 2 methods one of them is the Preven-
tion method (Authentication Phase) and the other method is
the Detection method (Fraud Detection using HMM). The
authors divided its model into 2 phases that are the training
phase and the detection phase. In the training phase model,
create the cluster, identify the bidding habit of bidders, choose
the initial probability based on the bidder’s habit, and con-
struct a sequence of training data in the last step model.While
in the detection phase, auctions are placed, models observe
users’ behaviors and generate the observation, then calculate
the test sequences and decide if the behavior is normal or
not. On abnormal behavior, models announce the winner or
discard the bid. The problem in this model is that if the model
found the abnormal behavior, then there is no method to
decide the winner announcement or discard. Thus, there is
an ambiguity to take the decision, which may fail the system.

Elshaar and Sadaoui [12] make two new patterns in the
dataset. On these patterns, authors create a new high-quality
dataset used in a semi-supervised machine learning-based
model, which helps to label the multi-dimensional data.
Afterward, the authors used oversampling and undersampling
methods to use imbalanced class issues. The overall best
accuracy achieved is 94% by the classifier named Yasti-J48.

Dong et al. [13] proposed an SVM-FDF model for detect-
ing real-time fraud. They implement the spread prominence
for a limited marketing scheme to update the credibility when
an offer is applied, and fraud sampling is driven using the
clustering algorithm. Finally, SVM is applied to each finding
and specifies that the transaction is corrupted or fraud. The
best accuracy achieved by the SVM-FDF model is 96.8%.

Xiao et al. [14] introduces the SSL group method for
data handling and an ensemble learning technique to propose
a GMDH based GCSSE model. This model involves two
stages: first is the training of N base classifiers on the initial
training set L with a class label. Then, in the second stage,
construct a cost-sensitive GMDH neural network to achieve
the selective ensemble classification output for the test set.
This model is used on five datasets and gets the best accuracy,
i.e., 93.20%.

Elshaar and Sadaoui [15] improve their previous work by
fraud classes incorrect predictions. For this purpose, the first
attempt the integrate CSL with SSC for fraud detection, then
adopt a meta-CSL approach to arrange the cost of miscalcu-
lation error, while SSC is trained with imbalanced data. With
this CSL+ SSC model, they achieve 99% accuracy.
In previous work, the researcher mainly focused on prepro-

cessing techniques, balancing the data, and using differently
supervised and semi-supervised learning models. This article
proposed a hybrid supervised learning model that combines
three models and some preprocessing techniques to accu-
rately the dataset.

III. DATASET
The dataset is collected from the eBay auction record,
in which popular brands’ e-auction data is collected from the
UCI data repository. The total auction record is 6321, which
is used to predict real-time fraud detection.

IV. PROPOSED METHODOLOGY
In this article, the proposed model is a real-time cloud and
decision-based fusion model to detect fraud in Shill Bidding
(DFM-SB). The proposed DFM-SB model is divided into
2 phases: the training phase and the detection phase on eBay
auctions of popular brands. The collected data is in scrap
form. First, data Labeling, Imbalance data handling, prepro-
cesses data, and missing average. After preprocessing, this
data will be used to train in the ANN and check the trained
model achieved the Learning Criteria(LC). Then, on the par-
allel, train the SVM and check it achieved the LC or not.

When both training algorithms met the LC, then decision
level fusion is used with the help of fuzzy logic. If LC is not
met, then retrain the model as described in Fig.1. Finally,
fuzzy decides the actual output based on SVM and ANN
results. This training model is stored in the cloud, and on
every e-auction, this model will be used to detect fraud. If a
user is found guilty, block the user and discard his auction;
otherwise, proceed with the auction.

A. ARTIFICIAL NEURAL NETWORK
In ANN, preprocessed data is divided into two parts: training
data and validation data. 70:30 of total data are used in the
training and validating Phase. This data is running on the
15 hidden layers of neurons and trains the model.

In ANN, there are 11 input neurons and one output neu-
ron, which have two classes that are normal bidding or SB.
Between input and output neurons, 15 hidden layers exist.

The mathematical model of ANN model shell bidding is
given below:

Criteria are met, then proceed the model to the next step;
otherwise, retrain the model.

In the first layer (input layer), there are 11 input neu-
rons represented as 1, 2, 3, . . . , 11. In the second layer
(hidden layer), there are 15 neurons represented as ζ1, ζ2,
ζ3, . . . , ζ15 and output is represented as ‘‘out ’’ as describe
in Fig. 1. The biases are represented as 1 and 2 respectively.
To calculate the outð, net and out ’’, which can be calculated
from the following Eq’s 1, 2, 3, and 4.

netð = 1
∑m

γ=1
(uγð ∗ ) (1)

outð =
1

1+ e−netð
where ð = 1, 2, . . . , n (2)

net = 2
∑n

ð=1
( ð ∗ outð) (3)

out =
1

1+ e−net
where = 1, 2, . . . , r (4)

The total error ‘‘E’’ can be calculated by using Eq. 5.

E =
1
2

∑ (
τ − out

)2
(5)
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FIGURE 1. Proposed DFM-SB model.

Weights need to be changed concerning errors that can be
changed by using Eq. 6

1ω ∝ −
E
ω

(6)

The weights between the hidden layer and the output layer
are updating by using Eq. 7.

1 ð, = −ε
E
Vð,

(7)

AsVð, cannot be calculated directly so, calculated it using
the Eq. 8 formula.

1 ð, = −ε
E
out

×

out

net
×

net

ð,
(8)

where τ is the actual weight of describe in Eq. 9

1 ð, = ε
(
τ − out

)
× out

(
1− out

)
(outð) (9)

Eq. 9 is simplified in Eq. 10.

1 ð, = ε outð (10)

where value of is described in Eq. 11

=

(
τ − out

)
× out

(
1− out

)
(11)

Eq’s 12 to 16 are used to update the weights between
hidden layer neurons and input layer neurons.

1µ ,ð ∝−
(∑ E

out
×

out

net
×

net

outð

)
×

outð
netð
×

netð
µ ,ð
(12)

1µ ,ð=−ε
(∑ E

out
×

out

net
×

net

outð

)
×

outð
netð
×

netð
µ ,ð
(13)

1µ ,ð = ε
(∑ (

τ − out
)
× out

(
1− out

)
× ,ð

)
× out

(
1− out

)
× (14)

1µ ,ð = ε
(∑ (

τ − out
)
× out

(
1− out

)
× ,ð

)
× outð (1− outð)× (15)

1µ ,ð = ε
[∑

( ð, )
]
× outð (1− outð)× (16)

Eq. 16 can bewritten in simplified form, as shown in Eq.17.

1µ ,ð = ε ð (17)

where value of ð, is described in Eq. 18

ð =
∑

( ð, )]× outð (1− outð) (18)
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Weights updating formula describe in Eq. 19.

1µ ,ð = ε + λ1 ð, (19)

Updating weight and hidden layer can be written as in
Eq. 20.

1µ ,ð (t + 1) = µ ,ð (t)+ λ1µ ,ð (20)

After the model is trained, save the training model and
validate the model with 30% remaining dataset. Validating
data is to enter data into the model and save its results. After
saving the results validating data, the output is compared with
the actual output, and it achieved 99% prediction accuracy.

B. SUPPORT VECTOR MACHINE
SVM is supervised machine learning and is used in the
smaller dataset. The idea behind the SVM is to draw the
hyperplane that separates it into different classes. SVM sep-
arates the Shill Bidding and normal bidding. To separate
the classes in a hyperplane, first, we draw the line. As the
equation of a line is described in Eq. 21

χ2 = aχ1 + b (21)

where a is the slope of the line and b is the intersect point so
that it can be written as

aχ1 − χ2 + b = 0

Let suppose x̄ = (χ1, χ2)
T & ω̄ = (a − 1) then above

equation can be written as Eq. 22

Eω.x̄ + b = 0 (22)

This equation is called the equation of hyperplane and is
useful for multi-dimensional vectors.

Eq. 23 describe the vector of x̄ = (χ1, χ2) is written as ω̄.

ω =
x1
‖x‖
+

x2
‖x‖

(23)

where ‖x‖ is defined as

‖x‖ =
√
x2i + x

2
2 + x

2
3 + · · · + x

2
n

As we know that the value of cos (ς) is

cos (ς) =
x1
‖x‖

And the value of cos ( ) is

cos ( ) =
x2
‖x‖

Now, Eq. 23 can be written the value of ω as

ω = (cos (ς) , cos ( ))

Eω · Ex = ‖ω‖ ‖x‖ cos (ς) (24)

As ς= ϑ− , then

cos (ς) = cos (ϑ)− cos ( )

cos (ς) = cos (ϑ) cos ( )− sin (ϑ) sin ( )

cos (ς) can also be written as

cos (ς) =
ω1

‖ω‖

x1
‖x‖
+

ω2

‖ω‖

x2
‖x‖

By simplifying the above Eq.

cos (ς) =
ω1x1 + ω2x2
‖ω‖ ‖x‖

Put the value of cos (ς) is Eq. 24.

Eω · Ex = ‖ω‖ ‖x‖
ω1x1 + ω2x2
‖ω‖ ‖x‖

As the above Eq. explain the two dimensions vector, for the
n-dimensions vector, it can be written as shown in Eq. 25

Eω · Ex =
∑n

i=1
ωixi where i = 1, 2, . . . , n (25)

Eq. 25 is used to validate the correctly classifying the data

D = ÿ(w.x+ b)

Given data is correctly classified if the value of D is greater
than 0; if not, it is not correctly classified. For our SB data
set, compute the dataset onto D for ith times which can be
mathematically represented as

Di = ÿi (ω.x + b)

d is called the functional margin of the dataset and is written
as

d = min
i=1...m

Di

The hyperplane is selected as favorable, which has the
most significant value. Where do is called the geometric
margin of the dataset, we find out the optimal hyperplane
in this article. To find out the optimal hyperplane, use the
Lagrangian function i.e.

(ω, b, ) =
1
2
ω · ω −

m∑
i=1

i [y : (ω.x + b)− 1]

∇ω (ω, b, ) = ω −
∑m

i=1 iyixi = 0 (26)

∇b (ω, b, ) = −
∑m

i=1 iyi = 0 (27)

Get from Eq. 26 and 27, we can write as Eq. 28.

ω =
∑m

i=1 iyixi and
∑m

i=1 iyi = 0 (28)

By substituting the Lagrangian function

ω ( , b) =
m∑
i=1

i −
1
2

m∑
i=1

.

m∑
j=1

i jyiyjxixj

Thus, the above Eq. can also be defined in Eq. 29.

max
∑m

i=1 i −
1
2

∑m

i=1
.
∑m

j=1 i jyiyjxixj (29)

where i = 1, 2, 3, . . . , m
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Due to constraint inequalities, extend the Lagrangian mul-
tipliers method to Karush-Kuhn Tucker (KKT) condition,
which state that

i
[
yi
(
ωi · x∗ + b

)
− 1

]
= 0 (30)

Eq. 30 x∗ is the optimal point and is the positive value,
and for other points, its values are nearly equal to zero. So,
we can write as in Eq. 31

yi
(
ωi · x∗ + b

)
− 1 = 0 (31)

These are the closest points to the hyperplane is also known
as support vectors. According to Eq. 31,

ω −

m∑
i=1

iyixi = 0

This can also be written as

ω =
∑m

i=1 iyixi (32)

Eq. 33 gets when we compute the value of b

yi(
(
ωi · x∗ + b

)
− 1) = 0 (33)

Multiply both sides with yi

y2i (
(
ωi · x∗ + b

)
− 1) = 0

As we know y2i is equal to 1

b = yi − ωi · x∗ (34)

b =
1
S

∑S

i=1
(yi − ω.x) (35)

In Eq. 35, S is the number of support vectors, and on the
hyperplane, we make the predictions.

The hypothesis function is described in Eq. 36

USVM = (ωi) =

{
+1 if ω.x + b ≥ 0
−1 if ω.x + b < 0

(36)

The above points of the hyperplane, i.e., +1 is Shill bid-
ding, and the below point of the hyperplane, i.e., −1, is the
no shill bidding or the normal bid of the bidder.

The same dataset was used in the SVM, which was used in
the ANN. SVM data is tarin to linear SVM, Quadratic SVM,
Cubic SVM, Fine Gaussian SVM, Medium Gaussian SVM,
and Coarse Gaussian SVM with 5-fold cross-validation.

For prediction, define the input parameters and output
parameters with the k-fold cross-validation, then run this data
on all the SVM models. In this article, run the dataset into
5-fold cross-validation. In 5-fold cross-validation, it divides
the data into five numbers or chunks and validates with the
next five numbers of chunks. After that, chunks are incre-
mented by 5 to the next. In this method, the data is used
for input and as well as output. Finally, SVM separated the
classes with the hyperplane and predicted the result.

C. FUSSED ML ALGORITHM EMPOWER WITH FUZZY
Membership functions are used in the fuzzy. Output variables
of SVM and ANN are used in the fuzzy as input variables.
After defining the membership functions, we define the set of
rules based on the membership functions of input and output
variables. Based on ANN and SVM, out detection on SB
fuzzy will decide whether the bidding is normal or shill bided.
Blockage of users, discard the bidding is dependent on the
fuzzy decision. The mathematically fuzzy-based decision can
be written as

UANN ∩ USVM (ANN , SVM )

= min [UANN (ANN ),USVM (SVM )]

whereUANN andUSVM represent the membership function of
ANN & SVM, respectively. These statements are relating the
core ground for the structure of fuzzy rules.

IF (ANN is SB) and (SVM is SB)
Then (Bidding is SB).
IF (ANN is SB) and (SVM is Normal)
Then (Bidding is SB).
IF (ANN is Normal) and (SVM is SB)
Then (Bidding is SB).
IF (ANN is Normal) and (SVM is Normal)
Then (Shill Bidding is Normal).
According to the output parameters of ANN and SVM,

possible outcome parameters are either normal or SB on
both models. So, concerning the fuzzy logic, 4 rule sets are
described in the Tab. 2.

The proposed DFM-SB model uses the fuzzy set theory to
map input feathers. A fuzzy inference engine is represented
as a R̈ue which is described as

R̈ue = ζ e × e (37)

UANN∩sνm = UANN (ζ ) ∩ Usvm( ) (38)

The rules are then deduced as a fuzzy relation Q4 as:

Q4 =
⋃4

e=1
R̈ue (39)

UR̈ (Decision Base) = max1<x<4

[∏4

γ=1

(
UANN y ,NSVMy

)]
(40)

There are many methods available for defuzzification.
De-fuzzifier can be implemented through a centroid method,
weighted average, mean-max, and max membership princi-
ple. But in proposed model uses the centroid type of de-
fuzzifier. It describes the transformation of fuzzy output
generated by the interface engine to frangible using similar
functionalities in distinction to those used by the fuzzifier.
Eq. (41) describes the crisp point ξ .

ξ =
∫ R̈U ˙̈R

(
R̈
)
dR̈

∫U ˙̈R
(
R̈
)
dR̈

(41)

Fig. 2 describes that SVM and ANN are on the x and y-axis
of the graph while SB-Detection is on the z-axis. Color-wise,
yellow is define the SB detection, while the dark blue area is
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TABLE 2. Membership function of proposed DFM-SB system empower with fuzzy.

FIGURE 2. Proposed fuzzy decision surface diagram.

defined that the normal bid, while the area between the yellow
and blue is may or may not. SB depends upon the rule which
we describe in the membership functions.

If the value of SVM and ANN is 0 to 40, then the
SB-detection is Normal bid as the value of both models is
increased by 40 to 60 then fuzzy decision is in slope between
0 to 1 may be normal bid or SB. When SVM and ANN value
is greater than 60, then the SB is detected.

D. RESULTS
In this article, for simulation purposes, MATLAB 2019 has
been used. ANN and SVM are used for prediction purposes,
and fuzzy is used for decision purposes. The ANN dataset

TABLE 3. Confusion matrix of ANN (validation).

TABLE 4. Confusion matrix of SVM (validation).

is divided into 70% and 30% ratios of training and testing
phase. For validation purposes, there are 1897 number of data
is available for which our model predicts the results, which
are described in the below Tab. 3.

Tab. 3 describes the actual 1689 bids that are normal in
which ANN 1686 truly predicts three wrong predictions.
On the other hand, 205 total bids are SB, in which 204 are
truly predicted while 4 are wrong predictions.

In SVM, by using 5-k fold cross-validation, there are a total
number of 6321 entries, of which 5646 are actual normal bids,
and 675 are SB. On SVM, it predicts 5605 truly identified as
normal bids while 41 bids are wrongly identified as SB while
in actuality, it is normal. 646 are truly identified as SB, and
29 SB are wrongly identified as normal, described in Tab. 4.
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TABLE 5. Overall performance of the proposed DFM-SB model.

TABLE 6. Describe the confusion matrix different parameter values of
ANN and SVM and proposed DFM-SB.

FIGURE 3. Comparison proposed model with the previous model.

Tab.5 lists the overall performance of the DFM-SB model
for the training and validation phases. The Proposed DFM-
SB model achieved an overall accuracy of 99.8% and a miss
rate is 0.2% in training, while the invalidation proposedmodel
achieves 99.6% accuracy and 0.4% miss rate.

Proposedmodel system performance is measured using the
following given fellow statistical formulas. Proposed system
accuracy can be measure using Eq. 42

Accuracy = (T + T )/( + ) (42)

where T is the true positive value, T is the true negative
value, represent the total positive value and represent the

TABLE 7. Comparison of proposed DFM-SB model with the previous
models.

total negative values

Miss Rate = (F + F )/( + ) (43)

where F & F represents the false positive value and false
negative value respectively. Other confusionmatrix values are
finding by given Eq.’s (44 to 51).

Sensitivity = T /(T + F ) (44)

Specificity = T /(F + T ) (45)

PPV = T /(T + F ) (46)

NPV = T /(T + F ) (47)

FPR = F /(F + T ) (48)

FDR = F /(F + T ) (49)
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FNR = F /(F + T ) (50)

F1 Score = 2T /(2T + F + F ) (51)

Calculate the performance of both ANN and SVM models
on our dataset. The results statistic of ANN and SVM are
described in Tab. 6 respectively.

The proposed model compares the proposed model in this
article and the previous research work described in the liter-
ature review section. The proposed model performs a better
approach and accuracy than the previous models. Model 3
shows the best accuracy is 99.7, i.e., under-sampling data,
and the oversampling results are 94% on average. Our model
accuracy is better, and its overall accuracy is 99.6 that is
described below Fig. 3.

Tab. 7 described the comparison between the proposed
model with the previous models. The authors used differ-
ent models to achieve the best accuracy. Different data pre-
processing techniques are used on SVM and achieve the
best 98.1% accuracy by using under-sampling. Oversampling
attains 99.7% and 94% accuracy. With the help of the SSC,
the model accomplishes 76% accuracy. By using a decision
tree successfully achieve 98% accuracy.

In literature, 70% of accuracy was achieved using
the hybrid model. However, using labeling and multi-
dimensional preprocessing, the authors attained 94% accu-
racy while the proposed DFM-SB model accomplishes the
accuracy of 99.63%, which is better than the previously pub-
lished models.

V. CONCLUSION
Online SB detection is a prevalent crime and very difficult to
detect because of its very similar behavior during real-time
bidding. Due to SB, the other bidder gets a lot of money loss,
and the seller receives the extra money. As defined earlier,
the previous researcher has a lot of work, but there is always
a gap in research. So, this article developed a decision base
fusion model used to find the SB in the real-time auction in
which SVM and ANN are used for prediction, and Fuzzy
is used to decide whether the SB is committed or the bid is
normal.

When the bid is made the bidding, the behavior is judge
by both SVM and ANN at the same time. Based on their
prediction, fuzzy decide the bid is normal or SB.

The proposed model predicts the best results compared
to the previous research models, which help detect real-time
auction fraud, which helps to block the user and discard fake
bids. Therefore, this research will be helpful to both bidders
and the e-Auction companies that face the yearly millions of
dollars loss and fraud reports.
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