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Abstract. We propose a multiple representations approach to tackle
the problem of content-based image retrieval effectiveness. Multiple rep-
resentations is based on the use of multiple models or representations
and make them cooperate to improve search effectiveness. We consider
the case of homogeneous textures. Texture is represented using two dif-
ferent models: the well-known autoregressive model and a perceptual
model based on perceptual features such as coarseness and directional-
ity. In the case of the perceptual model, two viewpoints are considered:
perceptual features are computed on original images and on the autoco-
variance function corresponding to original images. Thus, we use a total
of three representations (models and viewpoints) to represent texture
content. Simple results fusion models are used to merge search results
returned by each of the three representations. Benchmarking carried out
on the well-known Brodatz database using the recall graph is presented.
Retrieval relevance (effectiveness) is improved in a very appreciable way
with the fused model.

1 Introduction

Content-based image and multimedia retrieval has became one of the most active
research areas in the last two decades and many approaches have been proposed
and various results and systems have been carried out since then [5], [§]. In
the first years of such Systems, content representation and similarity matching
were considered as fundamental issues. More recently, researchers have paid more
attention to other approaches including relevance feedback-based image retrieval
([27], [22]) and semantics-based image retrieval ([18], [23]). These approaches
allow generally an interesting improvement in search relevance even if they can
be criticized at least on the fact that an important effort is asked to users to
give relevance judgments or to perform annotations on images.

One approach, which still in the visual CBIR approach, and does not neces-
sarily require the intervention of users, has not received enough attention in our
opinion. This approach is Data fusion. Data fusion has been extensively used
in the traditional text information retrieval (IR) field, and particularly in dis-
tributed IR (DIR) [9], [I6], [26]. Data fusion, within DIR, recover three parts:
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collection description, collection selection and results fusion. Collection descrip-
tion consists in acquisition of information related to the different (distributed)
collections of data used to search information. Collection selection consists to
choose which are the most relevant data collections to the user’s needs and the
queries submission to the corresponding systems. Results fusion, finally, consists
in merging returned by different systems (from different selected collections)
using appropriate results fusion models.

In content-based image retrieval, among the rare works dealing with data fu-
sion, we cite [10], [14], and [T]. In [10], a data fusion model working on distributed
collections of images is proposed based on a normalization procedure of similari-
ties among the various image collections. In [I4], a results fusion model working
on a centralized image collection is proposed based on multiple representations,
called viewpoints or channels, of both the query and the images in the database.
They used four channels: the original color images, their corresponding grey-level
images and their negatives. Results merging coming from different channels is
shown to improve performance in a very important way. In [I], a results fusion
approach based on multiple queries was used to tackle the problem of invariant
image retrieval.

The work presented in this paper explores the idea of results fusion and ap-
plies it in the case of texture retrieval. Texture content is represent by two
different models: the autoregressive model and a perceptual model based on a
set of perceptual features such as coarseness and contrast. The perceptual model
is considered in two viewpoints: the original images viewpoint and the autoco-
variance function viewpoint. Computational measures are based on these two
viewpoints. So we have a total of three models/viewpoints (called representa-
tions). Benchmarking presented at the end of the paper show how a multiple
representations and results fusion approach to CBIR can improve, in an incred-
ible way, the search effectiveness (relevance) without, necessarily, altering, in an
important way, search efficiency.

The rest of this paper is organized as follows: In section 2, we present the
multiple representation models considered in this paper and we discuss briefly
their capacity to model textures; We also show the benefits from using multi-
ple representations and present the results fusion models used to fuse results
returned by different representations; In section 3, benchmarking over the well-
known Brodatz database using the recall graph is presented and discussed, and
comparison to related works is given; And finally, in section 4, a conclusion is
given and further investigations related to this work are briefly depicted.

2 Multiple Representations, Similarity Matching, and
Results Fusion

2.1 Multiple Representations

To represent content of textures, we use two different models, the autoregressive
model and a perceptual model based on a set of perceptual features[7]. The
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autoregressive (AR) model used is a causal simultaneous AR model with a non-
symmetric half-plan (NSHP) neighborhood with four neighbors. The perceptual
model is considered with two viewpoints: the original images viewpoint and the
autocovariance function (associated to original images) viewpoint. Each of the
viewpoints of the perceptual model used is based on four perceptual features,
namely coarseness, directionality, contrast and busyness. So we have a total of
three content representations, each having a parameter vector of size four for a
total of twelve parameters.

The autoregressive model is characterized, in particular, by a forecasting prop-
erty that allows to predict the grey-level value of a pixel of interest in an image
by using the grey-level values of pixels in its neighborhood. The autoregressive
model, when used to model a textured image, allow to estimate a set of para-
meters (their number corresponds to the number of neighbors considered), each
one corresponds to the contribution of its corresponding pixel in the forecasting
of the pixel of interest (the total of contributions of all pixels in an image is close
to 100%).

The perceptual model, which is perceptual by construction, is based on a
set of four computational measures that simulate four perceptual features men-
tioned above. Briefly, coarseness was estimated as an average of the number of
extrema; Contrast was estimated as a combination of the average amplitude of
the gradient, the percentage of pixels having the amplitude superior to a cer-
tain threshold and coarseness itself; Directionality was estimated as the average
number of pixels having the dominant orientation(s); And finally, busyness was
estimated based on coarseness since the two features are related to each other.
The computational measures proposed for each perceptual textural feature were
evaluated by conducting a set of experimentations taking into account human
judgments and using a psychometric method. Thirty human subjects were asked
to rank a set of textures according to each perceptual feature. Then, for each
perceptual feature, we consolidate the different human rankings into one human
ranking using the sum of rank values. For each feature, the consolidated hu-
man ranking obtained was compared to the ranking given by the corresponding
computational measure using the Spearman coefficient of rank-correlation.

Experimental results showed very strong correspondence between the pro-
posed computational measures and human rankings. Values of Spearman coef-
ficient of rank-correlation ry found are as follows: for coarseness, rs = 0.913;
for directionality, s = 0.841; for contrast, s = 0.755; and finally, for busyness,
rs = 0.774. Comparatively to related works, our results were found better. [7].

The set of features of the perceptual model have a perceptual meaning by
construction. The set of features derived from the autoregressive model have
no perceptual meaning by construction, however we have proposed in [3] a
perceptual interpretation of the set of features derived from the autoregressive
model. This perceptual interpretation consists in considering those features as
a measure of the randomness/regularity of the texture. For more details on the
perceptual model, refer to [7] and for more details on the autoregressive model,
refer to [3], [2].
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2.2 Similarity Matching

The similarity measure used is based on the Gower coefficient of similarity we
have developed in our earlier work [6]. The non-weighted similarity measure,
denoted G.S, can be defined as follows:

n k
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Where Ry represents a normalization factor. Ry is computed on the database
considered for experimentations and is defined as follows:

Ry = Max(x) — Min(zi) (3)

The weighed version of the similarity measure can be defined as follows:
n k
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Where wy, corresponds to the weight associated with feature k. As mentioned, wy
can be either the inverse of variance of feature k or the Spearman coefficient of
rank-correlation. For more details on the similarity measure, please refer to [6].

GS;; = (4)

2.3 Multiple Representations Fusion Benefits

Different representations of the same query or the images in the database, or dif-
ferent search strategies for the same query, etc. return normally different search
results. Results fusion is then the merging of the different lists of results re-
turned by the different models, representations, or queries to form a unique
fused (merged) list which is, hopefully, more effective (relevant) than the sepa-
rated lists [9], [16]. Given several list results returned by different representations,
there are three important phenomena that can be observed [25], [16]:

e Skimming effect: Each model retrieve a subset of the relevant images and
intersection between them is rather low. A relevant image is retrieved, often,
by only one model. In this case, results fusion must consider images that are
ranked in top positions in different lists.
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e Chorus effect: Different models retrieve approximately the same results but
with different ranks and similarity values. In this case, a relevant image is
ranked by several models in top positions (not necessarily the same position).
The fact that several models retrieve an image is a more convincing evidence
or proof that this image is relevant to the query compared to the case where
this image is retrieved by only one representation. Results fusion, in this
case, must take in consideration all the representations used.

e Dark horse effect: Exceptionally, even a good model can return some irrel-
evant images for a given query. Generally, different models did not return
the same irrelevant images. Results fusion, in this case, must consider all
the representations and use appropriate techniques to eliminate irrelevant
images.

Another important point in image retrieval is retrieval efficiency, which is
closely related to the size of feature vectors used to represent the content of
images. In fact, the more the size of feature vectors is large, the less the retrieval
efficiency is good. Efficiency of fusion-based approaches is quite equivalent to
traditional approaches since they use models separately in the matching and
retrieval step, which means a reduced size of feature vectors compared to tradi-
tional approaches, even if they need to add a fusion step at the end. In general
the fusion step is less costly than the matching and retrieval step.

2.4 Results Fusion Models

In literature on results fusion, in particular in the DIR field, many fusion mod-
els were presented and experimented including the use of maximum function,
average function and other linear combination models [16], [26]. Generally, the
proposed models are simple and, even though, they allow sometimes a drastic
improvement in retrieval relevance. Results fusion, in our case, is the fusion of
results returned by each of the three representations used to represent texture
content. Results returned for a query contain mainly two pieces of information
that can be used: similarity values (scores) and ranks. Any results fusion model
may make use of one or both of these two pieces of information. We have used and
experimented three basic results fusion models that are denoted FusMAX (or
MAX), FusCL (or CL) and FusComb (or Comb) defined respectively as follows:

FusMAX;; = MAX(GSM;CJ.) ()
Zf:l GSpe
FusCLy; = K
usCLy; K (6)
FusComb;; = H,ﬁilGSij (7)

where MF* represents model/viewpoint k, K represents the number of mod-

els/viewpoints used, i represents a given query, j represents images that are

found similar to query i according to model M* and GS, is the similarity
ij

value between query ¢ and image j when using model/vieWpoint MPF. These
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fusion models use only the values of the similarity function returned by the con-
sidered model /viewpoint. Ranks can be also used. We have used them as weights.
In fact, more an image is ranked at top positions, more is its weight in the fusion
models. Thus, we can define a weighted version for each of the FusCL, FusMAX
and FusComb model. In such weighted models, each image j is weighted with
its rank in the list of results returned for query 4 using model MF.

Fusion models FusCL and FusComb, both non-weighted and weighted, ex-
ploit the chorus effect since these models give more importance to images that
are retrieved and ranked in top positions by different models/viewpoints. They
also exploit the dark horse effect since an irrelevant image that is ranked in top
positions by one model/viewpoint is not ranked at top positions in the fused
list given that this irrelevant image is not ranked at top positions by the other
models/viewpoints. The FusMAX model exploits the skimming effect, until some
degree, since this model takes images that are classified in top positions in dif-
ferent results lists but it re-ranks them according to similarity values. Generally,
when the chorus effect exists in an important way between different lists, the
gain that we can obtain by exploiting the skimming effect becomes low and
vice-versa [25].

3 Experimental Results and Benchmarking

3.1 Experimental Results

We have conducted a large experimentation on Brodatz database [12] [. This
database contains originally 112 images. We have divided each of the 112 images
in 9 tiles to obtain a total of 1008 128x128 images (112 images x 9 tiles per image).
Among the 112 original images of Brodatz database, we have counted 29 highly
non-homogeneous images. Creating a class of images from an original image by
dividing it into tiles and considering them as similar is a questionable procedure.
In fact, when the original image is highly non-homogeneous, the resulting tiles are
not visually similar. Considering such images can be misleading. For this reason,
and for benchmarking purposes, we consider only 83 queries (by excluding the
29 highly non-homogeneous images), each from a different class (we have taken
the first image of each class corresponding to the top left corner tile).

Experimental results show that: 1. The autoregressive model in its non-weighted
NSHP version perform better that the other versions of the autoregressive model;
2. The weighted version, using Spearman coefficients of rank-correlation, of the
perceptual model based on original images performs better than the other versions
of this model; 3. And, finally, the weighted version, using the inverse of variances, of
the perceptual model based on the autocovariance function performs better than
the other versions of this model. For results merging, the FusCL model gives the
best results compared to the FusMAX model and gives similar results compared
to FusComb model. So, in the following, we will show results for only these best
models. Here is the list of notations used to name different models:

! We used the version available at http://www.ux.his.no/ tranden/brodatz.html
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Fig. 1. Results returned for query image D103-1 using the PCP-COV-V model: images
and similarities (scores). The results are quite good even if we used only one model
(this is not the case always).

— AR: The autoregressive model with NSHP neighborhood.

— PCP-COV-V: Weighted combination, using the inverse of each feature
variance, of the four perceptual features computed on the autocovariance
function.

— PCP-S: Weighted combination, using the Spearman rank-correlation coef-
ficients, of the four perceptual features computed on original images.

— CL: Fusion of PCP-V, PCP-COV-V and AR two by two or all of the
three using the FusCL data fusion model.

The following figure (Fig. [[l) shows an example of results obtained with the
PCP — COV — V model taken separately without fusion with other models.
The results are quite good even if we used only one model (no fusion here).
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Di111-1

Fig. 2. Retrieval rate for image query when using separate models is respectively 0.33
with the PCP-S model or the PCP-COV-V model and 0.22 with the AR model. With
the fused model, the retrieval rate reaches 0.88.

Of course, this is not the case always and most of retrieval cases will require
fusion of multiple models to obtain acceptable results. For example, for image
D111-1 (Fig. @), we found a retrieval rate of 0.33 with the PCP-S model or the
PCP-COV-V model and a retrieval rate of 0.22 with the AR model while the
retrieval rate for image D111-1 when we fused all these 3 models was improved
in an important way and reaches 0.88.

3.2 Recall Graph

Recall is quite a standard technique used to benchmark search relevance (ef-
fectiveness) in information retrieval systems in general. Recall, which can be
defined as the number of relevant and retrieved images divided by the number
of relevant images in the database for the considered query, measures the ability
of a model to retrieve all relevant images. Recall is computed for each query at
each position. Then, average recall is computed as an average across a set of
representative queries.

Figure [3] shows the recall graph. From this figure, we can point out that the
overall performance of the different models is as follows (in a decreasing order):
CL, AR + PCP-S, AR + PC-COV-V, PCP-S + PCP-COV-V, AR,
PCP-S and PCP-COV-V. The fused model CL (using all of the three basic
representations) gives the best results. The fusion two by two also gives better re-
sults than the separated models. The perceptual model using the original images
viewpoint (PCP-S) performs better than the perceptual model using the auto-
covariance function viewpoint (PCP-COV-V), but when these two viewpoints
are fused, the resulting model (PCP-S + PCP-COV-V performs better than
each of them taken separately. The autoregressive model (AR) performs better
than the perceptual model (PCP-COV-V) based on the autocovariance func-
tion viewpoint and have a quite similar performance compared to the perceptual
model based on the original images viewpoints (PCP-S).
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Fig. 3. Recall graph (Recall = f(Retrieved images)) for different separate models as well
as Fused models. We can see that fusion of multiple representations, in particular the
fusion of all three representation models (AR, PCP-S, and PCP-COV-V), outperforms
all the other models.

3.3 Comparison to Related Works

When comparing retrieval performance in terms of recall rate with other works,
we can point out the following remarks (see table[I]):

Table 1. Average recall rate for different models. We used the rates given by authors
of the corresponding model.

Model Recall rate

FusCL (112 classes) .687
FusCL (83 classes) .819

MRSAR .74
Gabor 74
WOLD .75
RBF 737

MARS 671
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— If we consider only 83 classes, our fused model performs better than most
of the known works including pure CBIR approaches such as Gabor filters
[19], MRSAR [19], [I7] and Wold model [I7], and relevance feedback-based
approaches such as MARS [22] and RBF-based retrieval [20]. Note that for
table [[l we give the retrieval rate at the position that corresponds to the
number of relevant images for each class. Note that in our approach no
relevance feedback from users is used.

— If we consider all of the 112 classes, including highly non-homogeneous im-
ages, our model performs better than some and less than some other models.
We must mention again that considering the 29 highly non-homogeneous
classes may lead to incorrect conclusions since these classes contain images
that are not visually similar.

4 Conclusion

An approach to CBIR based on multiple representations and results fusion has
been presented in this paper. To demonstrate the power of such an approach, we
have considered the case of textures. Texture content are represented by two dif-
ferent content representation models: the autoregressive model and a perceptual
model based on a set of perceptual features such as coarseness, directionality, con-
trast, etc. Two viewpoints were considered in the case of the perceptual models:
the original images and the autocovariance function. The similarity model used
was based on Gower’s coefficient of similarity. Experimental results and bench-
marking against the well-known Brodatz database of textures was presented us-
ing the recall graph. The fused model is shown to improve in a very appreciable
way retrieval performance compared to different single representations.

Extended research related to the work presented in this paper can be done
through different directions, in particular the investigation of the possibility to
define more representations as well as the possibility to use more complex fusion
models.
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